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a b s t r a c t 

The purpose of this study is to evaluate the performance of dose calculation algorithms used in radio- 

therapy treatment planning systems (TPSs) in comparison with Monte Carlo (MC) simulations in nonelec- 

tronic equilibrium conditions. MC simulations with PENELOPE package were performed for comparison of 

doses calculated by pencil beam convolution (PBC), analytical anisotropy algorithm (AAA), and Acuros XB 

TPS algorithms. Relative depth dose curves were calculated in heterogeneous water phantoms with lay- 

ers of bone (1.8 g/cm 

3 ) and lung (0.3 g/cm 

3 ) equivalent materials for radiation fields between 1 × 1 cm 

2 

and 10 × 10 cm 

2 . Analysis of relative depth dose curves at the water-bone interface shows that PBC and 

AAA algorithms present the largest differences to MC calculations (u MC = 0.5%), with maximum differ- 

ences of up to 4.3% of maximum dose. For the lung-equivalent material and 1 × 1 cm 

2 field, differences 

can be up to 24.3% for PBC, 11.5% for AAA, and 7.5% for Acuros. Results show that Acurus presents the 

best agreement with MC simulation data with equivalent accuracy for modeling radiotherapy dose de- 

position especially in regions where electronic equilibrium does not hold. For typical (nonsmall) fields 

used in radiotherapy, AAA and PBC can exhibit reasonable agreement with MC results even in regions of 

heterogeneities. 

© 2018 American Association of Medical Dosimetrists. Published by Elsevier Inc. All rights reserved. 
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Treatment planning constitutes an important part of the whole 

adiotherapy treatment process, and assuring that it is performed 

ccurately is one of the most important tasks developed by medi-

al physicists. 1,2 A cumulative accuracy of less than or equal to 5%

hould be achieved through the chain process, which involves sim- 

lation, treatment planning, and dose delivery. 3 Within this pro- 

ess, uncertainties in dose calculations should not be greater than 

% for achieving correlation between the prescribed dose and the 

reatment outcome. 4 The problem of accurately delivering a pre- 

cribed dose to a well-defined target volume is basically depen-

ent on 2 factors: the accuracy with which the radiation beam can

e calibrated under well-controlled reference conditions in a uni- 

orm water phantom and the capability of calculating and corre- 

ating the dose at any point of interest within the patient to the
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alibrated dose. 5 In this sense, dose calculations performed in the 

linical routine by commercial treatment planning systems (TPSs) 

lay a crucial role to guarantee that goal. 

In the case of photon radiation fields, many TPSs (such as

clipse from Varian Medical Systems, Palo Alto, CA) still include 

 pencil beam convolution (PBC) algorithm, which performs dose 

alculations in homogeneous water-equivalent materials in reason- 

ble time and with acceptable accuracy. 6,7 In these algorithms, 

he dose is calculated by convolution of a field intensity fluence

ith the kernel that describes the dose deposition around the pri-

ary photon pencil beam in water. In the presence of inhomo-

eneities, corrections are applied subsequently so that the radius 

f the field and depth are scaled according to the density of the

edia. One example of such correction used in PBC is the equiv-

lent tissue-air ratio. 5 However, those algorithms are known to 

resent serious weaknesses when predicting doses in the pres- 

nce of heterogeneities. These inaccuracies in dose calculations are 

ainly because PBC algorithm uses a 1-dimensional density cor- 

ection and therefore does not accurately model secondary electron 

ransport in heterogeneous media, especially in those regions with 

ack of charged particle equilibrium (CPE). 8-12 This brings up an 
c. All rights reserved. 
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Fig. 1. Virtual heterogeneous water phantom with tissue-equivalent (bone-lung) 

material interface modeled in the Eclipse treatment planning system (A). In (B) the 

same setup is modeled with PENELOPE code and visualized using the gview geom- 

etry viewer. The tissue-equivalent material slab is 5 cm thick and placed at 5 cm 

depth in the water phantom. (Color version of figure is available online.) 
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Table 1 . 
mportant issue when dealing with large-density variations such as

n lung cancers and using small ( ≤3 × 3 cm 

2 ) radiation fields. 13,14 

In regions where CPE does not hold, a better estimation

f dose distributions became possible with the introduction of

onvolution-superposition algorithms, which better account for 

lectron transport. One of these algorithms implemented in the

clipse TPS is the anisotropic analytical algorithm (AAA) 15,16 re-

eased in 2005. Similar to PBC, AAA also considers the dose around

encil beams, but its implementation is quite different. In AAA, the

ontributions from 3 sources—primary photons and contaminating

hotons and electrons—are separately modeled and, therefore, each

ource is associated with a fluence, an energy deposition function,

nd a scatter kernel. In this way, the kernels that model lateral

nergy scattering are scaled anisotropically using electron density,

hereas the energy deposition density functions are submitted to

ensity scaling in the direction of the pencil beams. The convo-

ution of the contributions from the 3 sources provides the total

nergy deposited by each pencil beam. The superposition of the

ontributions from the pencil beams provides the final dose. Sev-

ral papers published in the literature have reported the improved

ccuracy achieved with the use of such kind of algorithms. 15,17,18 

More recently, the Varian Medical System has implemented

nto Eclipse TPS the Acuros XB Advanced Dose Calculation. Acuros

akes use of a deterministic grid-based Boltzmann transport equa-

ion solver, which in turn explicitly solves the linear Boltzmann

ransport equation. Different from Monte Carlo (MC) methods that

olve the coupled system of linear Boltzmann transport equation

tochastically through the transport of photons and electron histo-

ies, grid-based Boltzmann transport equation solver methods im-

lement discretization of photon and electron fluences in space,

nergy, and angle to allow a deterministic solution for the radi-

tion transport within matter. Improvements of the method with

articular interest for radiotherapy applications have allowed its

se for dose calculations with accuracy similar to those obtained

ith stochastic MC methods and with significantly less compu-

ational effort. 19-21 The importance of more accurate algorithms

sed in TPSs becomes more evident when dealing with modern

adiotherapy techniques, which involves the use of small radiation

elds and highly different density regions such as those in lung

tereotactic body radiotherapy and stereotactic radiosurgery. 22,23 

Based on this, the purpose of this study is to evaluate the per-

ormance of dose calculation algorithms widely used in radiother-

py in regions of heterogeneities in comparison with MC simu-

ation for obtaining accurate values for quantities of interest in

osimetry and radiation physics. 24,25 

ethods and Materials 

onte Carlo modeling of the radiation source 

A 6-MV photon beam spectrum published in the literature 26 

as used in the input-file user.in of PENELOPE package 2008 ver-

ion 

27 to simulate a corresponding clinical beam emitted by a VAR-

AN Trilogy linear accelerator. Simulations were then accomplished

ith radiation sources assumed to be point sources emitting the

orresponding spectrum. Aiming to validate the 6-MV spectrum,

ercentage depth dose (%dd) curves were simulated according to

he geometrical setup described in TG-51 28 and compared with ex-

erimental measurements with a PTW Markus chamber. Absorbed

oses to water as a function of depth in a 30 × 30 × 30 cm 

3 water

hantom were calculated using scoring voxels of 0.025 cm thick-

ess and 2 cm width. The beam quality index tissue-phantom ra-

io in water at depths of 20 and 10 g/cm 

2 was calculated from

he ratio of the percent depth-doses at 20 cm and 10 cm depths,

PDD 20,10 ) 
29 and compared with measurements. 
ose calculation algorithms in TPS 

The algorithms PBC, AAA, and Acuros were first used for cal-

ulating adsorbed dose curves relative to the maximum dose

n a virtual homogeneous water phantom with 30 × 30 × 30 cm 

3 

uilt in the Eclipse TPS. Absorbed doses to water were calculated

or 1 cm × 1 cm, 2 cm × 2 cm, 3 cm × 3 cm, 4 cm × 4 cm, 5 cm × 5 cm,

nd 10 cm × 10 cm fields at an SSD = 100 cm and using a 0.25 cm

rid size. Percentage depth dose curves obtained by the TPS algo-

ithms were then compared with that obtained by MC simulations

or the corresponding setup. Virtual heterogeneous water phan-

oms were also built in Eclipse for investigating the performance

f the TPS algorithms in water-lung and water-bone interfaces us-

ng computed tomography datasets. In this way, slabs with 5 cm

hickness of lung and bone tissue-equivalent materials with densi-

ies of 0.3 g/cm 

3 ( −678 HU) and 1.85 g/cm 

3 (1488 HU), respectively,

ere placed at 5 cm depth within the water phantom as shown

n Fig. 1A . The bone density of 1.85 g/cm 

3 corresponds to “com-

act bone” in the International Comission on Radiation Units and

easurements report No. 44. 30 Dose calculations were performed

ith heterogeneity correction set on and for the same grid size

nd square fields used with the homogeneous phantom. For the

BC algorithm, calculations were done using the Batho Modified

nhomogeneity correction available in Eclipse TPS. 

onte Carlo dose calculations 

MC simulations were performed using the PENELOPE pack-

ge to model the corresponding irradiation geometry used in the

clipse TPSs. Heterogeneous water phantoms with layers of lung-

nd bone tissue-equivalent materials were modeled by means of

uadric surfaces with the package PENGEOM as shown in Fig. 1B .

ross-section data files for the materials were generated with the

orresponding density used in the TPSs. Absorbed doses as a func-

ion of depth in the phantoms were calculated using scoring voxels

f 0.25 cm thickness and 0.5 cm width and with N = 1 × 10 9 pri-

ary histories. Simulation parameters were set to achieve a rea-

onable compromise between speed and accuracy for all calcula-

ions. In this sense, a more detailed simulation was accomplished

n the region of interest (dose scoring voxels) defined by a cylinder

ith 0.3 cm radius (large enough to track electrons in lung mate-

ial) compared with the simulation for other regions of the phan-

om. Simulation parameters used to achieve that goal are shown in
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Fig. 2. Percentage depth dose curves in water for a 6 MV photon beam with a 10 × 10 cm 

2 field at an SSD = 100 cm. Monte Carlo simulated depth dose calculations are 

compared with data also obtained by simulation by Ding et al. 26 and to experimental measurements with a Markus chamber. (Color version of figure is available online.) 

Table 1 

Simulation parameters used in this study with PENELOPE code for tracking particles 

in a heterogeneous water phantom. 

Parameters 

Water or bone Lung 

Central axis Other regions Central axis Other regions 

E abs ( e 
− , e + ) 10 keV 100 keV 5 keV 50 keV 

E abs ( γ ) 5 keV 10 keV 1 keV 5 keV 

C 1 , C 2 0.02 0.1 0.02 0.1 

W CC 10 keV 100 keV 5 keV 50 keV 

W CR 5 keV 10 keV 1 keV 5 keV 

Parameters C 1 and C 2 account for the average angular deflection and maximum 

average fractional energy loss between 2 consecutive hard elastic events, re- 

spectively. Values of threshold energies for hard inelastic interactions, W CC , hard 

bremsstrahlung emission, W CR , and absorption energies for electrons, E abs ( e 
−), 

positrons, E abs ( e 
+ ), and photons, E abs ( γ ), are also shown. 
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esults and Discussion 

alidation of the photon spectrum 

Experimental data of the percentage depth dose curve for the 

-MV beam were compared with those calculated by MC and are

resented in Fig. 2 for a 10 × 10 cm 

2 field. The plots show that our

C results agree with measurements with maximum difference of 

.7% relative to maximum dose after the buildup region. Statistical 

ncertainties on MC calculations are of 0.5% on average. The calcu-

ated value of the beam quality index, TPR 20,10 , of 0.6673 was also

ound to agree with the value obtained from the PDD 20,10 mea-

ured in the clinical beam with a relative percentage difference of

.5%. Fig. 2 also shows that our results are in fair agreement with

C data obtained by Ding et al. , 26 with maximum difference of

.4% relative to maximum dose for depths beyond D max . 

epth dose calculations in homogeneous phantom 

Fig. 3 shows comparisons of depth dose curves relative to D max 

alculated with PENELOPE and with the TPS algorithms investi- 

ated for 6 square field sizes between 1 × 1 cm 

2 and 10 × 10 cm 

2 .

ig. 3A compares our simulated %dd curve to those obtained by the

PS dose calculation algorithms for a 10 × 10 cm 

2 field. The graphs

how that for this reference field size, depth doses calculated by
he 3 algorithms are in fair agreement with results obtained by MC

imulations. Comparisons with MC data provided maximum differ- 

nces of 1.6%, 1.2%, and 1.1% relative to maximum dose after the

uildup region for PBC, AAA, and Acuros, respectively. 

Fig. 3F shows the results for the 1 × 1 cm 

2 field, which rep-

esents the worst scenario for the absence of CPE in the ho-

ogeneous water phantom. Comparison of PBC and PENELOPE 

alculations for depths after the buildup region shows a maxi- 

um difference of 2.7% relative to maximum dose. For AAA and

curos, maximum differences from MC results were 0.8% and 1.3%, 

espectively. For all the other field sizes shown in Fig. 3 , doses cal-

ulated by the 3 TPS algorithms were found to agree with MC cal-

ulations within 0.9% of the maximum dose on average. Fig. 3 also

hows that the largest difference between Acuros and MC simula- 

ions is observed for deeper regions in the phantom and for small

 ≤3 × 3 cm 

2 ) field sizes. That behavior is probably related to the

act that those algorithms have lower accuracy beyond the region 

f interest for clinical purposes. 

epth dose curves in heterogeneous media 

ater-bone interface 

Fig. 4 shows %dd curves for the heterogeneous water phan- 

om with compact bone calculated by MC simulations with PENE- 

OPE code in comparison with those obtained with TPS algorithms. 

e can see from the plots that the algorithms have slightly dif-

erent behaviors in the 3 different parts of the phantom (in the

ater before the bone layer was reached, inside the bone, and in

he water after the heterogeneity). Average statistical uncertain- 

ies on MC data are between 0.1% and 0.9% for the 1 × 1 cm 

2 and

he 10 × 10 cm 

2 fields, respectively. Table 2 shows PDD values for

epths within the water-bone interface for the fields investigated 

n this study. 

For depths beyond D max and in the first layer of water be-

ore the bone-equivalent medium, all the algorithms were found 

o agree with MC simulations for all field sizes investigated. The

lgorithm Acuros, which presented in general the best agreement 

ith MC results, has shown an overprediction of dose in the vicini-

ies of the interface, which causes this algorithm to present the

argest difference compared with PENELOPE data in this part of 
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Fig. 3. Percentage depth dose curves in a 30 × 30 × 30 cm 

3 homogeneous water phantom for 6 square field sizes with SSD = 100 cm in 6-MV photon beams. Doses obtained 

by MC simulation with PENELOPE code are compared with those obtained by the TPS algorithms PBC, AAA, and Acuros. (Color version of figure is available online.) 
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Fig. 4. Six MV %dd curves for the water-bone interface calculated by Monte Carlo simulation with PENELOPE code and with algorithms PBC, AAA, and Acuros. Calculations 

are for 6 square fields including a 10 × 10 cm 

2 reference size and small ( ≤5 × 5 cm 

2 ) fields. (Color version of figure is available online.) 
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Table 2 

Percentage depth dose values within the water-bone interface calculated by PBC, AAA, and Acuros algorithms in comparison with MC simulations. 

Data for depths inside the bone layer are highlighted in gray. Statistical uncertainties on the final digit for MC calculations are shown in parentheses beside each value. 
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he phantom. Although that can be related to the backscatter ef-

ect of high-Z materials, which has already been well described in

he literature, 31,32 our MC calculations show that the effect is not

hat big for this particular bone-equivalent material in 6-MV pho-

on beams. Maximum difference in this region was of 2.9% (4.8 cm

epth) for the algorithm Acuros with a 5 × 5 cm 

2 field. 

Analysis of the data inside the bone-equivalent material shows

hat the algorithm AAA overpredicted the dose for all field sizes

sed in this study. This can be understood, taking into account

hat convolution-superposition algorithms such as AAA work bet-

er for materials that have atomic numbers close to water (such

s lung). 11 This is due to the fact that the initial dose kernels

btained from measurements in water are rescaled based on the

hysical properties of the medium where the energy is absorbed.

n this sense, for mediums with high atomic number, such as bone,

he electrons released will be scattered at wider angles due to its

igher angular scattering power and therefore the shape of the

escaled kernel as well as the rescalation will not be correct. Sim-

lar to what was observed for the AAA, the PBC algorithm also

verpredicted the dose inside the bone for all field sizes except for

 × 1 cm 

2 ( Fig. 4F ). A possible explanation for that can be the lack

f lateral electronic equilibrium for such small field. Considering

hat 6 MeV electrons have on average a continuous slowing-down

pproximation range in bone of approximately 2 cm, even the sec-

ndary electrons generated in the beam axis have a non-negligible

robability of depositing their energy beyond the borders of the

eld and are not replaced by electrons generated elsewhere within

t. This effect seems to be more important for PBC than the over-

rediction observed for the other field sizes. Doses calculated in-

ide the bone with Acuros presented the best agreement with MC

alculations. Maximum difference in this part of the phantom was

f 4.3% (at 6 cm depth) for AAA in a 1 × 1 cm 

2 field. 

For depths after the interface, all algorithms were found to

gree in general with MC simulations. For depths in the vicinity
 c  
f the bone-water interface, only the Acuros was able to correctly

eproduce together with PENELOPE the rebuildup effect caused by

ifferences between the electrons being generated in the bone and

hose being generated in the water close to the interface. In this

art of the phantom, there is a decrease of the number of elec-

rons originated in the bone simultaneously with an increasing of

hose originated in water. Since electrons generated in bone have

ider angle scattering, these 2 effects are not mutually compen-

ating and that difference will cause a buildup of dose. However,

e can see from our MC calculations shown in Fig. 4F that this ef-

ect is not appreciable for the 1 × 1 cm 

2 field size. Similar to what

as observed for the %dd curves calculated in the homogeneous

ater phantom, the largest differences between doses calculated

y Acuros and MC simulations were observed for small fields at

eeper regions of the phantom. For the region immediately below

he interface, a maximum difference of 3.5% was observed between

BC and MC data for a 10 × 10 cm 

2 field. 

ater-lung interface 

Fig. 5 shows MC and TPS’s calculated %dd curves for the het-

rogeneous water phantom with a 5 cm thickness slab of lung-

quivalent material at 5 cm depth for 6 different square fields in

 6-MV photon beam. Similar to what was observed for the water-

one interface the algorithms presented different behaviors in the

 different regions of the phantom. Average statistical uncertain-

ies on MC calculations vary from 0.1% to 1.0% for the 1 × 1 cm 

2 

nd 10 × 10 cm 

2 fields, respectively. 

For the region of the phantom before the water-lung interface,

ig. 5 shows that the 4 TPS algorithms agree pretty well with

C calculations for the 6 square fields investigated. Maximum dif-

erence observed for this region of the phantom was of 3.1% (at

.8 cm depth) for Acuros with a 2 × 2 cm 

2 field. 

The highest differences between MC and TPS’s algorithm cal-

ulations were found to be in the lung-equivalent part of the
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Fig. 5. Comparison of 6 MV relative dose curves in the heterogeneous water phantom with a water-lung interface for a reference 10 × 10 cm 

2 field and for fields ≤5 × 5 2 . 

Graphs show curves calculated with PENELOPE code and TPS algorithms. (Color version of figure is available online.) 
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Table 3 

Percentage depth dose values within the water-lung interface calculated by PBC, AAA, and Acuros algorithms in comparison with MC simulations. 

Data for depths inside the lung layer are highlighted in gray. Statistical uncertainties on the final digit for MC calculations are shown in parentheses beside each value. 
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hantom as shown in Fig. 5 and Table 3 . For fields greater than

r equal to 4 × 4 cm 

2 ( Fig. 5A–C ) where lateral electronic equilib-

ium is guaranteed, discrepancies can be understood, taking into

ccount that the decrease in the interaction cross section is greater

han the increase in transmission within the lung material. This

xplains the dose overestimation by classical TPS algorithms such

s PBC, which do not model the decrease of the interaction coef-

cient and only account for the increased transmission of radia-

ion in low-density materials. Fig. 5D–F shows that differences be-

ome much bigger when dealing with small ( ≤3 × 3 cm 

2 ) fields and

hen using PBC and AAA for calculating depth doses. That poor

greement with MC calculations is mainly because of the lateral

lectronic equilibrium loss, which is not appropriately accounted

or in none of those 2 algorithms. This effect becomes worse in

ow-density materials such as lung because of the wider range of

ompton electrons producing a characteristic drop in the depth

ose curve. For PBC, differences can reach 21.9% on average with

 maximum of 24.3% (at 6.6 cm depth) when using a 1 × 1 cm 

2 

eld. At the same conditions, AAA presented an average devia-

ion of 5.8% and maximum of approximately 11.5% (z = 5.6 cm). The

est agreement with MC results in the lung part of the phantom

as obtained with Acuros for all field sizes used in this study. For

 1 × 1 cm 

2 field, average percentage difference is around 1.9%. A

aximum deviation of 7.5% is also observed very close to the the

ater-lung interface. 

For depths in water beyond the lung-water interface, the poor-

st agreement to MC calculations was obtained for the PBC algo-

ithm for the 1 × 1 cm 

2 field, with maximum percentage difference

f 15.6% relative to maximum dose. Acuros presented a maximum

eviation of 5.7% for the 1 × 1 cm 

2 field in the same region be-

ause of the rebuildup effects immediately after the interface. All

he other algorithms were found to agree with MC data in this part

f the phantom for all field sizes. 
onclusions 

Percentage depth dose curves in homogeneous and heteroge-

eous water phantom have been calculated for reference and non-

lectronic equilibrium conditions using TPS algorithms and MC

imulations. Results have shown that PBC can get comparable re-

ults with more sophisticated algorithms such as AAA and Acuros

n homogeneous water phantom or even with bone-equivalent ma-

erials within it. However, PBC can drastically overestimate doses

n lung-equivalent regions and when using small ( ≤3 × 3 cm 

2 )

elds. The algorithm AAA was found to agree pretty well with MC

alculations inside lung for fields greater than 2 × 2 cm 

2 , but can

verestimate depth doses by up to 11.5% of maximum doses when

sing fields smaller than that. The algorithm Acuros presented the

est agreement with data obtained by MC when calculating ab-

orbed doses in lung and using small radiation fields. Since algo-

ithms totally based in MC methods are still unfeasible in clinical

nvironment, Acuros is found to be the best choice when dealing

ith treatment techniques in radiotherapy that make use of simi-

ar conditions investigated in this study. 
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